Modelling and System Identification — Microexam 1

Prof. Dr. Moritz Diehl, IMTEK, Universitit Freiburg, and OPTEC/ESAT-STADIUS, KU Leuven
December 4, 2013, 16:00-17:00, Freiburg

Nachname: Vorname: Matrikelnummer:

Fach: Studiengang: BachelorD MasterD LehramtD SonstigesD

Please fill in your name above and tick exactly one box for the right answer of each question below.

1. What is the probability densny function (PDF) f.(z) for a normally distributed random variable e with mean g and variance
022 The answer is f.(z) = W e

x—p)? z—p)? x—p)? @—p)?
@[] e = b)[x] e = ©[] "= @[] ¢+
2. What is the PDF of a variable z with uniform distribution on the interval [, b]? For x € [a, b] it has the value:
@[] f(x)=(@=0? | O[] fi(@)=0b-a) | ©[x] f(2)=35 @[] f(x)

3. What is the PDF of an n-dimensional normally distributed variable z with zero mean and covariance matrix P > 0 ? The
1

answer is f,(x) = Jemnrdet()
@[] e P le O[] e 2= Pr ©[ ] e Pe @[] e3P

4. Regard a random variable x € R™ with mean ¢ € R™ and covariance matrix P € R™*™. For a fixed b € R”™ and A € R™*",
regard another random variable y defined by y = b + Ax. What is the mean of y ?

@[ ] b"Ac+cTPe ®[ ] y—b+ Az (c) b+ Ac (@[] AzaTAT
5. Above in Question 4, what is the covariance matrix of y?

(@[ ] AP'AT (b) APAT ©[ ] ATP'A @[] "Pe
6. (*) Above in Question 4, what is the mean of the matrix valued random variable Z = yy”?

@[] (b+ Ac)(b+ Ac)” ®[ ] "+ Acct AT

©[x] (b+ Ac)(b+ Ac)T + APAT (@[] bb" + AccT AT + APAT

7. A scalar random variable has the standard deviation a. What is its variance?
@[] a! ®[] va ©[] a D[x] o
8. A scalar random variable has the variance v. What is its standard deviation?
@[] v O[] Vo ©[] v @[] v?

9. Regard a random variable o € R with zero mean and variance o2. What is the mean of the random variable z = o2 ?
@[ ] ato ®)[ ] a+o? ©[] o (d)[x] o2

10. (*) Regard a random variable 2z € R™ with zero mean and covariance matrix P. What is the mean of z = 27z ?
(a)[x] trace(P) ®[ ] det(P) @[] 1Pl @[] IPl%

11. What is the minimizer z* of the convex function f : R = R, f(x) =e®* —z ?

@[] a*=-1 ®[x] z*=0 ©[] =1 @[] 2* =1log.(2)
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What is the minimizer z* of th

e convex function f : R — R,

(x):a—&—ﬁa:—&—’yasz‘withfy

>07?

@[] =

O[] «*=-2

©Fx] o*=-£

@[] o =-2

What is the minimizer of the convex function f : R" — R,

(%) = |ly — W[}3] (with @ of rank ) ? The answer is 2 =

—(UTW)

1\I/Ty

@[] -

®[x] (@Tw)~twly

— (v

1\I/Ty

©[ ] -

@[] (veT)-1wTy

What is the minimizer of the function f : R" — R,

(z) = b+ ATz||3 ‘ (with AT of rank n)? The answer is z* =

—(ATA)~1ATh

@[] -

[ ] (ATA)~1ATH

—(AATY=1 Ab

©[x] -

@[] (AAT)=1ATp

For a matrix ¥ € RV with r

ank d (and N > d), what is its

pseudo-inverse Ut ?

@[] (W'w)-'w

O[] (weT)~lw

©[x] (WTw)~le’

@[] (voT)-lw”

Given a sequence of numbers y(1),. ..

,y(NN), what is the minimizer 6* of the function ‘ f(0) = Zgzl(y(k) —0)?

N
@[] s m

(b) Zg:ﬁ[y(k)

©[] =X yk)?

@[] =, y(k)?

What does “i.i.d.” stand for?

(a)[ | infinite identically disturbed

(b)[ | infinite identically dependent

(c) independent identically distributed

(d) D independent identically disturbed

Given a sequence of i.i.d. scalar random variables z(1), ...

value of their arithmetic mean, i.e. of the random variable yy defined by

Yn = % ZkN:1 z(k

)|?

(@) [x] O[] & ©[] &% @[]
In Question 18, what is the variance of the variable yn ?
@ [x] ®[] ©[] % [ ]

Given a prediction model

(k‘) =0; + 926

)+ e(k)

with unknown parameter vector 6 = (1, 6,)7,

noise €(k) with zero mean, and given a sequence of N scalar input and output measurements (1), ..., z(N)and y(1),...,y(N),
we want to compute the linear least squares (LLS) estimate 6y by minimizing the function f(0) = |yn — Un0|3. If
yn = (y(1),...,9(N))T, how do we need to choose the matrix ¥ € RV*2?
1 (1) ] (1 —2(1) ] e 1] (1 ]
@[] |: : L] |: : ©[] ; : @ ; :
1 2(N) | |1 —a(N) L e*M 1] 1 e*W) ]
Given an autoregressive affine dynamic system model ’ y(k) =01+ O2y(k — 1) + Os3y(k — 2) + e(k) ‘ with i.i.d. noise e(k)
with zero mean and unknown parameter vector § = (y,0,65)7, and given a sequence of N output measurements
y(1),...,y(N), we want to compute the estimate 6 by minimizing the prediction error function f(6) = fo\’:s e(k)? =
lyn — Un0||3. If yn = (y(3),...,y(N))T, how do we need to choose the matrix Uy ?
o oy() 1 y(2) y(1)
@[] |: : OINNE :
1L y(N-2) L y(N-1) y(N-2)
v3)  y(2) y(1) y3)  —y(2) —y(1)
©[] : : @[] : :
Ly(N) y(N—-1) y(N-2)] Ly(N) —y(N—-1) —y(N—-2)]

,z(N), each with mean y and variance o2, what is the expected

and assuming i.i.d.
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1. What is the probability densny function (PDF) fe( ) for a normally distributed random variable e with mean y and variance

10.

11.

022 The answer is f.(z) =

Two-z

(z—w)?
20

@[ ] e

05 ﬁ )

—w)?
20

(z

©[] e

@[] %

What is the PDF of a variable

z with umform distribution on

the interval [a, b]? For x € [a

,b] it has the value:

(a)D fz a_b)

=(b—-a)

O[] fz

@) fo(@)

B

@[] f(x)

T 9

What is the PDF of an n—dimensional normally distributed variablé z with zero mean and covariance matrix P = 0 ? The

answer is f,(x) = L

@2m)rdet(P) T

T p—1
(a)[] e%w Pz

(b)[] 6_593 T pg

(C) D e%mTPm

(d)m e—§z lg

Regard a random variable = €

regard another random variable y defined \

R™ with n{fean ¢ € R™ andovariance matrix P € R™*". For

hat is the mean of y ?

afixed b € R™ and A € Rm*" E {7)_

E({axCAx)

= bE/4)

@[] v'Ac+cTPe O[] y—bF Az ©N b+Ac @[] AzaTAT
~ &
Above in Question 4, what is the covariance matrix of y?
(a) D AP~1AT (b) w APAT (©) D ATp-14 (d) D T Pe

= 5tA- iy

(*) Above in Question 4, what is the mean of the matrix valued random variable Z = yy”?

=b+A¢

(b+ Ac)(b+ Ac)T

@[] (

®[ ] "+ Acct AT

(@[] bb" + AccT AT + APAT

© B\ (b+ Ac)(b+ Ac)T + APAT
[J

A scalar random variable has the standard deviation a. What

18 its variance?

@[] a!

O[] Va

©[] a

@X o

A scalar random variable has the variance v. What is its standard deviation?

@[] ot

&N Vo

©[ ] v

@[] »?

Regard a random variable o €

R with zero mean and varianc

e o2. What is the mean of the random variable z = a2 ?

@[ ] ato ®[] a+o? ©[] o (dﬁ o?
(*) Regard a random variable 2 € R™ with zero mean and covariance matrix P. What is the mean of z = 27z ?
@[5 trace(P ®[] det(P @[] IPI3 @[] 1PIF

What is the minimizer z* of th

&
e convex function f : R — R,

f(a:):e”—x?

@[] =*=-

=0

(b) ¢

©[ ] zr=1

(d) D x* =log,.(2)

A

)k X

3= & 4
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What is the minimizer 2* of the convex function f : R — R, | f(z) = a + Bz + va? ‘with v>07?

@[] =% b[] 2 =-2 O o+ =-2 @[] a*=-2

(%) = |ly — W[}3] (with @ of rank ) ? The answer is 2 =

kJ

What is the minimizer of the convex function f : R" — R,

@[] —(wTw)1ely (b)w (WTw)- 1Ty ©[] —(wuh)y"1uTy || @[] (veT)~1wTy

() =||b+ Any% ‘ (with AT of rank n)? The answer is z* =

@S] (A7) | O[] (ATH AT | R —(447) ¥ @[] (AaT)aTy

For a matrix ¥ € RY*4 with rank d (and N > d), what is its pseudo-inverse ¥+ ?

@[] (W'w)-'w O[] (weT)~lw (c)&{ (UTy) 1T @[] (voT)-lw”

Given a sequence of numbers (1), T, is the minimizer 6* of the function ‘ f(o) =N k=1) y

N N

@ s%m g S ) O AT @ OO 5P
What does “i.i.d.” stand for? \—/

(a)[ | infinite identically disturbed (b)[ | infinite identically dependent

(C)B independent identically distributed (d) D independent identically disturbed

Given a sequence of i.i.d. scalar random variables x(1), ..., 2z(N), each with mean p variance o2, what is the expected v .

value of their arithmetic mean, i.e. of the random variable y defined @g = % Zszlé(k) ,).7 = X(‘h
ey

@M O[] ©[] & @[] & vﬁ“ X

In Question 18, what is the variance of the variable y ? / Q-}(P (--. K(‘\) ) U'?T L{UGﬂqﬂ-fN. < C?\. ‘}
wX % o] % ©[] % O] = AT &

Given a prediction model @ + € with unknown parameter vector § = (61, GQ)T, and assuming i.i.d.
noise €(k) with zero mean, and given a sequence of N scalar input and output measurements (1), ..., z(N)and y(1),...,y(N),
we want to compute the linear least squares (LLS) estimate 6y by minimizing the function f(0) = |yn — Un0|3. If
yn = (y(1),...,9(N))T, how do we need to choose the matrix ¥ € RV*2?
(1 z(1) ] (1 —z(1) ] e*( 1] (1 e ]
@] |: o] | @ | @ |
1 2(N) | |1 —a(N) L e*M 1] 1 e*W) ]

P
Given an autoregressive affine dynamic system model ’ y(k) =01+ O2y(k — 1) + O3y(k — 2(+ e(kﬁ with i.i.d. noise e(k)

with zero mean and unknown parameter vector § = (y,6,65)7, and given a sequencew output measurements
y(1),...,y(N), we want to compute the estimate f by minimizing the prediction error function f(6) = Zgzg e(k)? =
lyn — Un0||3. If yn = (y(3),...,y(N))T, how do we need to choose the matrix Uy ?
) Ly L y(2) y(1)
@] [ O} ER
1 y(N-2) I y(N—-1) y(N-2)
[ y(3) w2 y(1) ] (3 —u(2) —y(1) ]
©[] : : @[] : :
Ly(N) y(N—-1) y(N —2) ] Ly(N) —y(N—-1) —y(N—-2)]
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