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- Automatic differentiation (AD)
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## Often this results in a very long code which is expensive to evaluate.
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## Example

$$
y=\sin (\sqrt{x})
$$

$$
\begin{aligned}
& z_{0} \leftarrow x \\
& z_{1}=\sqrt{z_{0}} \\
& z_{2}=\sin z_{1} \\
& y \leftarrow z_{2} \\
& \text { return } y
\end{aligned}
$$
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- ... or with more general operations
- $x^{\top}, x[i]=y, X Y, e^{X}$
- E.g. gradient of $\operatorname{det}(X): \operatorname{det}(X) X^{-\top}$
- In e.g. CasADi
- Derivative propagation rules exist for
- ODE/DAE integrators, "sensitivity analysis"
- Linear and nonlinear systems of equations
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$z_{0} \leftarrow x$
for $k=1, \ldots, K$ do
$\quad z_{k} \leftarrow f_{k}\left(\left\{z_{i}\right\}_{i \in \mathcal{I}_{k}}\right)$
end for
$y \leftarrow z_{K}$
return $y$

$$
\begin{aligned}
& z_{0} \leftarrow x \\
& \frac{d z_{0}}{d x} \leftarrow I \\
& \text { for } k=1, \ldots, K \text { do } \\
& \qquad z_{k} \leftarrow f_{k}\left(\left\{z_{i}\right\}_{\left.i \in \mathcal{I}_{k}\right)}\right. \\
& \qquad \frac{d z_{k}}{d x} \leftarrow \sum_{i \in \mathcal{I}_{k}} \frac{\partial f_{k}}{\partial z_{i}}\left(\left\{z_{i}\right\}_{i \in \mathcal{I}_{k}}\right) \frac{d z_{i}}{d x} \\
& \text { end for } \\
& y \leftarrow z_{K} \\
& J \leftarrow \frac{d z_{K}}{d x} \\
& \text { return } y, J
\end{aligned}
$$
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end for
$y \leftarrow z_{k}$
return $y$
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| :--- |
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## Reverse mode of $A D$

- Calculate vector-times-Jacobian product cheaply
- In particular: Gradient of scalar-valued $f$ cheap!
- Computational cost: $\approx$ cost of evaluating $F$
- Intermediate operations (or their linearization) must be stored
- Can trade storage for extra computation ("checkpointing")
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- Jacobians can be calculated by multiplying with $n_{\text {col }}$ vectors from the right or $n_{\text {row }}$ vectors from the left
- Worst-case: $\approx \min \left(n_{\text {row }}, n_{\text {col }}\right)$ times cost of evaluating $F$
- Much cheaper if $J$ is sparse, e.g. banded
- Requires prior knowledge of sparsity pattern (automation possible)
- Hessians can be calculated as Jacobian-of-gradient
- Symmetry can be exploited
- Much cheaper if $H$ is sparse


## Outline

(1) Calculating derivatives
(2) Algorithmic differentiation
(3) Jacobians and Hessians
(4) Software

## Generic tools to differentiate "black-box" code

Generic tools to differentiate "black-box" code

- Language-specific: www.autodiff.org

Generic tools to differentiate "black-box" code

- Language-specific: www.autodiff.org
- ADOL-C, ADIC, CppAD for C/C++

Generic tools to differentiate "black-box" code

- Language-specific: www.autodiff.org
- ADOL-C, ADIC, CppAD for C/C++
- ADIFOR, TAPENADE for FORTRAN

Generic tools to differentiate "black-box" code

- Language-specific: www. autodiff.org
- ADOL-C, ADIC, CppAD for C/C++
- ADIFOR, TAPENADE for FORTRAN

AD implemented inside other tools

Generic tools to differentiate "black-box" code

- Language-specific: www. autodiff.org
- ADOL-C, ADIC, CppAD for C/C++
- ADIFOR, TAPENADE for FORTRAN

AD implemented inside other tools

- CasADi

Generic tools to differentiate "black-box" code

- Language-specific: www. autodiff.org
- ADOL-C, ADIC, CppAD for C/C++
- ADIFOR, TAPENADE for FORTRAN

AD implemented inside other tools

- CasADi
- AMPL, GAMS: Algebraic modelling languages
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